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Abstract: The report projects that by 2050, the population aged 60 and above will reach 2.1 billion. This aging society is more likely 
to suffer from locomotive syndrome. In order to reduce the spread of locomotive syndrome, it is best to increase awareness before the 
citizens become elderly. We propose the system to predict human motion as the first step to realize the locomotive syndrome estimation. 
Previous researches were using the Kinect camera which has a depth sensor that the camera used to detect the pose of a human body. 
However, in this research we are using an RGB camera as a reliable alternative. We set a goal to predict 1 second ahead of the motion 
which includes simple motions such as hand gesture and walking movement. We used OpenPose to extract the features of a human 
body pose including 14 points. YOLOv3 is used to crop the main feature in the frames before OpenPose process the frame. Distance 
and direction which are calculated from the features by comparing two consecutive frames as the input of Recurrent Neural Network 
Long Short-term Memory (RNN-LSTM) model and Kalman Filter. Mostly, Kalman Filter show better accuracy then RNN-LSTM and 
based on the human motions, motion such as hand gesture and moving to the right side are easier than more complex motion like hand 
gesture and moving to the left side. We confirmed the validity of RGB-camera based method in the simple human motion case from 
the result. 
Keywords: Human motion prediction, RNN-LSTM, Kalman Filter, OpenPose, YOLOv3, Deep learning 

1. INTRODUCTION 
The aging society becomes a large issue in many 

countries, governments and hospitals considering the 
application of counter-measurement. The human body 
motion evaluation attracts attention in the medical field 
because human motion in some activities (walking, 
running, going upstairs, etc.) are correlated with their 
health. For example, Sanwa Newtec Co., Ltd. has 
developed a system to numerically evaluate the 
locomotive syndrome using Kinect. As well as Hiroki 
Tamura, et. al.[1], with their research on locomotive 
syndrome estimation based on walking motion using 
Kinect. The cost and hardware size will become an 
obstacle when introducing the system to a small clinic or 
a patient’s house. In general, the level of the locomotive 
syndrome is evaluated by doctors in the hospital. 
Therefore, a system to evaluate the human motion using 
low cost and widely available device is required.  

Some researches develop their systems with data from 
the RGB-D camera since it has depth parameter for human 
pose estimation [2, 3]. RGB-D camera such as Kinect 
camera can precisely estimate precisely human body parts. 
However, in this research we start with using the RGB 
camera as the other option that we can rely on. A research 
has been performed for human motion prediction with 
RGB camera [4]. They focused on human motion 

forecasting of sports activity especially for safe martial 
arts such as boxing, karate or taekwondo. As a result, they 
obtained 0.5 second of human motion prediction by 
forecasting 15 frame steps in a 30fps video. Nonetheless, 
this paper does not show the accuracy of the prediction. 

This paper proposes the method to estimate human body 
motion using video images acquired by an RGB camera. 
The proposed method estimates one second future motion 
of human by using the time series estimation method 
based on the current and the past body motion estimated 
by OpenPose. On the other hand, human motion as the 
object of this research is difficult to predict due to the 

Figure 1. Our dataset samples 

Figure 2. CMU dataset samples 
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countless motion in human behaviors, as well as the 
differences of the individual behaviors. For these reasons, 
we decided to cover the scopes of the human motion for 
the simple first step to memorize the human motion. Since 
the RGB camera is more available than other type of 
camera, we propose the prediction based on the RGB 
camera data. 

 
2. PRELIMINARIES 
2.1 Dataset 

This study uses the dataset from the COCO dataset 
keypoints for the human body pose which contains 18 
points consist of human body (e.g., nose, neck, and 
shoulders)[7,13]. We develop a dataset that contains 
simple motion such as hand gesture and moving aside. 
Our dataset consists with 30 fps (frame per second) and 
frame dimension of 960 × 540 pixels as shown in Fig. 1. 
As well as our dataset, as a comparison with another 
complex motion, we use the CMU dataset which contains 
walking motion. CMU dataset consists 2605 videos with 
30 fps and frame dimension of 352 × 240  pixels as 
shown in Fig. 2.  
2.2 Kalman Filter 

Kalman Filter is an efficient recursive filter that 
estimates the internal state of a linear dynamic system 
from a series of noisy measurements. Kalman Filter has 
also been used in some applications such as short-term 
forecasting and the analysis of life lengths from dose-
response experiments [12]. Kalman Filter has two steps. 
The first step is predicting which it makes a first guess 
about what we think is true (an estimate) and how certain 
we are that is true (uncertainty). Next, Kalman Filter 
makes a new guess by using a weighted average. More 
certain numbers are more important in this weighted 
average. After doing these two steps, we use the new 
guess to start these steps again. 
2.3 Recurrent Neural Networks (RNN) 

RNN is a class of neural network where connections 
between the computational units form a directed graph 
along a temporal sequence. Unlike feed-forward networks, 
RNN can use their internal memory to process arbitrary 
sequence of inputs. Each of the computing unit in an RNN 
has a time varying real valued activation and modifiable 
weight. RNNs are created by applying the same set of 
weights recursively over a graph-like structure [10]. The 
learned model in RNN has the same input size, since it has 
terms of the transition from one state to the other state. 
2.4 Long Short-Term Memory (LSTM) 

LSTM is an extended version of RNN which has the 
extended memory to memorize not only the short term of 

the sequence data, but further long term of the sequence 
data. LSTM networks were discovered by Hochreiter and 
Schmidhuber in 1997[8]. LSTM works even given long 
delays between significant events and can handle signals 
that mix low and high frequency components. 

 
3. PROPOSED METHOD 

We set goal to predict one second ahead of the motion, 
and we prepared 30 fps videos. Nodes are defined by 
human body parts which cover head, neck, shoulders, 
elbows, wrists, hip, knees, and ankles. Before we proceed 
to obtain the prediction, we need to convert the coordinate 
data into movement data which contains distance and 
direction. These movement data obtained from the change 
of the coordinate from the frame Fi to the frame Fi+30 with 
Euclidean formula. After that, we proceed the processing 
method that includes RNN-LSTM and Kalman Filter for 
the prediction. 
3.1 Feature Extraction 

OpenCV implements OpenPose to provide the human 
body pose estimation in RGB still image that we can use 
in this research. OpenPose obtains the x and y coordinate 
value of 18 body points (nose, neck, left/right shoulder, 
left/right elbow, left/right wrist, left/right hip, left/right 
knee, and left/right ankle, left/right eye, left/right ear). 
However, body points given by the OpenPose are not 
always as reliable as expected (e.g. The left wrist point is 
not estimated correctly in Fig. 3). The proposed method 

 
Figure 3: Example of human body parts estimation 

error. 

 
Figure 4. Frame cropping using YOLOv3. 

 
Figure 5. Proposed network model 
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solves this large estimation error by restricting the image 
region to apply the OpenPose. 

The proposed method performs the OpenPose 
estimation in the human body region estimated using 
YOLOv3. YOLOv3 is a single neural network that 
directly predicts bounding boxes and its probability for a 
class from an input image [13]. As shown in Fig. 4, the 
proposed method crops the human body region from the 
original input image frame. The proposed method applies 
the OpenPose to the cropped image frames, therefore the 
proposed method can obtain the coordinates of human 
body parts without large estimation error. 

The obtained raw x and y coordinate values are not 
suitable to the motion estimation using our estimation 
model because their value range depends on the image 
size. Equation 1 and 2 convert the obtained coordinate 
value at i-th frame 𝑥*  and 𝑦*  to the movement data 
expression that consists of distance 𝑑* and direction 𝜃*. 

 𝑑* = 	01𝑥* −	𝑥*3456
7 +	1𝑦* −	𝑦*3456

7	 (1)  

 𝜃* = arcsin ?
𝑦* − 𝑦*345

𝑑*
@	 (2)  

where fs is the frame step which has a constant value of 
30 since the proposed method estimate the one second 
ahead motion and the input video has 30 fps property. 
3.2 Pose Prediction Using Kalman Filter 

In Kalman Filter, we have two important function to 
predict the sequence data. At i-th frame, the proposed 
method predicts the distance 𝑑* and direction 𝜃* by using 
Eq. 3 and Eq. 4, respectively. 

 𝑑* = 𝑑*3A + B
(𝜎* ×	𝑑*3A) +	(𝜎F 	×	𝛿*)

𝜎* 	×	σF
I (3)  

 𝜃* = 𝜃*3A + B
(𝜎* ×	𝜃*3A) +	(𝜎F 	×	𝛿*)

𝜎* 	×	σF
I (4)  

where 𝜎* is the initial cost at first and an updated value of 
the di, 𝜎F  represents the constant value of noise, 𝛿* 
represents the measurement data which produced by 
OpenPose. 
3.3 Pose Prediction using RNN-LSTM 

The Kalman Filter based pose estimation may fail when 
the human moves suddenly. This study proposes the 
RNN-LSTM based human motion estimation method. 

In this research, the input will be 14 nodes of human 
body parts and we use three stacked hidden layers for the 
learning model in RNN-LSTM. Fig. 5 shows the 
illustration of proposed network model. The last output 
will be 14 nodes as well as the input. Some other related 
researches used three stacked layer RNN-LSTM as well 
[2][3][4]. We used the Mean Squared Error (MSE) that is 

defined by the following equation to estimate the loss 
value in the training of RNN-LSTM. 

 𝑀𝑆𝐸 =
1
𝑛O

(𝑥P − 𝑥*)7
Q

*RA

 (5)  

 
4. EXPERIMENTAL RESULTS 

We performed experiments on the CMU dataset and our 
dataset. The prediction data are approached from the 
prediction process, but we are still not sure about the 
accuracy of these predictions. We set the ground truth 
prediction for the i-th frame Fi to the coordinate data in 
i+30-th frame Fi+30. In the experiment, the following 
equation proposed in the related research [1] calculates the 
Euclidean distance between two nodes from different 
frames. 

 𝐸 =	01𝑥*STU −	𝑥V6
7 +	1𝑦*STU −	𝑦V6

7 (6)  

where i is the number of the frame, xi and yi represent x 
and y coordinate value at i-th frame. By using the 
predicted movement data at i-th frame di and θi, the 
coordinate value in i+30-th frame (xp, yp) is calculated by: 

 𝑥V = 	𝑥* +	𝑑* (7)  
 𝑦V = 	𝑦* +	𝑑* (8)  

where xp is the x coordinate of the prediction, di is the 
value of distance movement of prediction result, yp is the 
y coordinate of the prediction. 

Figure 6a and 6b show estimation results on our dataset, 
where the red points are the current position and the blue 
points are the prediction position. As well as the 
prediction results on CMU dataset in Fig. 7a and 7b. Table 
1 shows the evaluation distances for each node defines the 
frequency of the value lower than 1.8% of the diagonal 
frame pixels away from the ground truth in percentage. 

Generally, Kalman Filter prediction results show the 
better result than RNN-LSTM, where neck and right 
shoulder on our dataset have been obtained 99% of the 
prediction data are reliable performed by Kalman Filter. 
Although, RNN-LSTM performed better than Kalman 
Filter on some nodes like right knee, right ankle, left knee, 
and left ankle for our dataset. While the rest of the results 
are varied, elbow and wrist show that RNN-LSTM has a 
difficulty on predicting the data since elbow and wrist 
nodes are the human body parts that move more than other 
nodes in the video. As well as the result of the experiment 
on CMU dataset, mostly Kalman Filter shows better 
performance than RNN-LSTM with 88% as the highest 
frequency of the reliable prediction result that is left knee 
node. Whereas RNN-LSTM only shows the better result 
than Kalman Filter on left knee and left ankle with 82% 
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and 83%, the rest of the prediction result performed by 
RNN-LSTM have less reliable results. In general, the 
prediction result on our dataset is more reliable than on 
CMU dataset. 

 
4. CONCLUSIONS AND DISCUSSIONS 

Based on the result of this experiment, we have 
proposed the human movement prediction with RNN-
LSTM and Kalman Filter based on RGB camera for the 
motion prediction of one second ahead. We used samples 
of video that cover hand gesture, sideways moving, and 
walking. The result showed most of the predictions are 
close to the correct position that is a prediction for one 
second of human movement. We confirmed the validity of 
the RGB based method with the unstable data in the 
simple human motion case from the result, and we 
conclude that this is an important step to realize the 
prediction of more complex human motion. For the future 
works, we need to see the prediction result with 
combination of RNN-LSTM and Kalman Filter. 
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(a) RNN-LSTM (b) Kalman filter 

Figure 6. Pose estimation results on our dataset. 

  
(a) RNN-LSTM (b) Kalman filter 

Figure 7. Pose estimation results on CMU dataset. 

Table 1: Percentage of evaluation distance lower 
than 1.8% of the diagonal frame pixels. 

Nodes 
Our Dataset CMU Dataset 

RNN-
LSTM 

Kalman 
Filter 

RNN-
LSTM 

Kalman 
Filter 

Head 84 97 57 77 

Neck 88 99 46 83 

Right Shoulder 93 99 15 79 

Right Elbow 39 91 40 72 

Right Wrist 29 98 36 67 

Left Shoulder 88 98 31 72 

Left Elbow 50 94 50 72 

Left Wrist 30 93 40 69 

Right Hip 88 95 58 84 

Right Knee 95 90 63 83 

Right Ankle 94 81 59 79 

Left Hip 90 98 72 88 

Left Knee 95 89 82 81 

Left Ankle 93 83 83 74 
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